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Algebra and arithmetic of the Brain waves


The Golden section algebra of brain rhythms and its realization in the absolute time scale
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Abstract
It is shown that the periods of brain waves (periodic rhythms and potentials) are distributed over the Auric Time Scale (ATS) – that is over the terms of the Golden section power series being supplied with a natural unit of time, and their interactions are described by algebra defined by the properties of these series, not by the principles of harmonic analysis, whereas  the natural harmonics play an ancillary role. This gives rise to resonances at the frequencies presenting the terms of these series, viz. at the Golden section harmonics of the reference frequencies fitting these series. This way, the neuron oscillation periods follow the values of the same fundamental scale, ATS, that defines a plenty of the basic periods in nature and society. Making use of the established numerical and algebraic correlation between the ATS and the system of discrete frequencies of the basic brain rhythms and mechanisms of their interactions clears the way for more adequate solving of theoretical and practical problems in neurodynamics and neurocybernetics; in particular – for creating a brain interface and processing a sensory data.
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Introduction
The Golden section, or Golden number, 
[image: image1.wmf]F

, was attracting the thoughts of many outstanding thinkers, and not only due to its mathematical properties. Since the ancient times it is considered as a reflection of harmony in Nature, as well as a concept which structurally unifies the objects in architecture, music, biology and other spheres. In particular, this number, along with the number 
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, defines the aspect ratio for the Great Pyramid in Giza [1] and many other antique structures; besides, it is integrated in various symbols and count systems (e.g. in Mayan Calendar [2]). 

Although this number is known at least since Phidias and Plato, the presently known mathematical studies of its properties had started in 16th century; but its natural analog – the Fibonacci sequence – was firstly described by Fibonacci even three centuries before that.

At present, the Golden section continues to attract the attention of scientists since still more and more manifestations of this number are revealed in various applications, both in nature and in social areas. Meanwhile, special interest presents that, that in contrast to traditional physical models of oscillating processes where resonance takes place at natural harmonics (viz. at the frequencies specified by positive integer multiples of the main frequency, or ratios of small integers like ½, ¼ etc.) the Golden section proves itself in resonances at irrational harmonics which are specified by positive or negative integer powers of the Golden section.

And although in most cases the physical origin of this phenomenon remains unknown, this effect reliably emerges in oscillation processes and cycles which are observed in geology, astronomy, biology and other branches of knowledge [3 – 13], where, however, not the frequencies, but the periods are commonly considered that present the basic interest for analysis.

Moreover, it is established [9] that this phenomenon concerns not only separate periods pertaining to definite application areas, but a systematic coincidence of the main and resonant periods of heterogeneous processes with the values of the unique discrete scale of periods that is formed by the powers of the Golden section. Therefore, due to the high importance of the objects being engendered by the Golden section number and for convenience of referencing them it was introduced [6] an adjective “Auric” – from its Latin name sectio aurea. For example, as the attributive for the Auric Time Scale (ATS) [9, 14] which specifies this discrete scale of periods. Meanwhile, these Golden section power series describes time not only in a form of periods; it structures the evolutional time as well [8]. 
Although the cause of this phenomenal coincidence of the main and basic resonant periods pertaining to heterogeneous processes with the values of the Auric time scale still presents a puzzle from theoretical point of view,  it undoubtedly presents great importance for various application spheres since revealing of resonances at the system of predetermined Auric periods and their Auric harmonics allows us to reveal new correlations (both numerical, and algebraic) and to more exactly forecast the behavior of various processes in the scope from biology to geology.
In this respect an indisputable interest presents obtaining a mathematical model which describes, both numerically and algebraically, the neuronal oscillations which are reflected in the Electroencephalogram (EEG), in a graphical or numerical form, since appearing of brain waves in a form of periodic oscillations (or basic rhythms) and transients (or potentials) is intimately associated with the brain activity and its reaction to the incoming information in a form of audio and video signals, or cognitive tasks associated with making decisions on the basis of recognition of text, symbols, faces, etc. As far as obtaining the electric signals from neuron populations with the use of montage does not present difficulty, obtaining a model that structurally (viz. algebraically) and parametrically (viz. numerically) describes periodic and transient potentials of electric oscillations of neuronal populations present an important scientific problem, an adequate solving of which gives new grounds for solving scientific and application problems in cognitivistics, neurocybernetics and the adjacent spheres of knowledge; for instance – when developing a brain-computer interface which more exactly distinguishes the brain signals, or “lie detector” of new generation which, in contrast to a polygraph based on measuring of physiological indices, in a much lesser degree can be controlled by the subject.
In development of the marked Golden section correlations between some brain wave periods [10, 11, 13, 15], this article presents a unified numerical and algebraic model for both periodic waves and transient processes which, from the single position and with taking into account the accuracy of source data, shows that:

(1) the periods (or frequencies) of the brain rhythms quite exactly follow the values of the Golden section power series, and 

(2) these series is nothing less than the ATS which may be considered as the fundamental time scale for Earthy processes since by its terms it inter-relates the bulk of the basic periods in nature and society, from geological time spans to parts of the second, including the Tropical year and average duration of the 11-year solar cycle.
1. Basic elements of the Auric Time Scale (ATS)
1.1. The Golden section, historically, came to us as a law of proportional relation between the whole and the parts that was widely used in architecture and sculpture. A classical example presents division of a segment AB according to the golden ratio: the total length a + b is to the length of the longer segment b as the length of b is to the length of the shorter segment a (Fig. 1.a). The same ratio of the sides defines a Golden rectangle (Fig. 1.b).
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In this sense the Golden rectangle reflects the “shape” of the Golden section.
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Fig. 1. Geometrical illustration of the Golden section: 
the ratio b/a makes 
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The relation (1) is also considered in the inverse form, as the ratio of the lesser part to the greater one, or the ratio of the greater part to the whole
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Solving the proportions (1) or (2) gives the single solution for the irrational values of 
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where the coincidence of mantissas is not random since  
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1.2. Auric series (in a narrow sense) – is the geometrical progression 
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Without use of negative powers it may be presented as follows
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where 
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If in this progression the initial term 
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 is substituted by a natural n, we obtain a series 
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which was called [5] the natural replenishment of series 
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 or order n (Auric series in a broad sense). In other words, this progression presents the series 
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 each term of which is multiplied by the same number n. Among all these progressions, the greatest interest presents the series
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For short, denote it G and call the conjugate series, if the series of other orders are not considered. 

1.3. The Fibonacci series (or numbers) U = 
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However, other initial terms may also be considered; in this case the mathematical properties of the obtained series would differ from that of the series U.
It turns out [5, 14] that the series V = 
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The first dozen of terms of these series is presented in Table 1. 
Table 1. The initial twelve terms of the series U, V and 
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	1
	1
	1
	1.618…

	2
	1
	3
	2.618…

	3
	2
	4
	4.236…

	4
	3
	7
	6.854…

	5
	5
	11
	11.090…

	6
	8
	18
	17.944…

	7
	13
	29
	29.034…

	8
	21
	47
	46.978…

	9
	34
	76
	76.013…

	10
	55
	123
	122.991…

	11
	89
	199
	199.005…

	12
	144
	322
	321.996…


1.4. Auric and Fibonacci series. For the geometric progression 
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 which uniquely defines q to be equal to the Golden section in form (3) or (4). 

Therefore, any Auric series, both 
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 and any natural replenishment 
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which defines the Fibonacci’s property. Meanwhile, in contrast to Fibonacci series being composed of natural numbers, for the Auric series this property takes place for the inverse values as well:
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By taking this into account, call the system of (11) and (12) the characteristic property of Auric series. Notice to this end, that if the terms of the Auric series are associated with time, then (11) defines the property of periods, while (12) – that of frequencies. So, if the Auric series describe the periods for some phenomena, then they satisfy (11) and the property (12) also takes place for frequencies, and vice versa. 
Hence, the Auric series and Fibonacci numbers present the real and integer realization of the same relation (9); at that the former generalize the Fibonacci series onto real numbers, whereas the series U and V (as they are expressed via the Golden section) give the integer approximation of the Auric series G and 
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 for the terms being greater than 1, viz. for indices 
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between two sequential terms of the Fibonacci series U  in the Golden section
Moreover, with an exponentially decreasing error the following approximations take place for the terms of Auric series and Fibonacci numbers:

The Golden section is approximated by the ratio of Fibonacci numbers: 
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The series V approximates the series 
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The terms of 
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 are approximated by Fibonacci numbers being multiplied by 
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The series 
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 gives the exact, whereas the series V – asymptotic Golden section points for the series U. 
In other words, the Auric series 
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 and G engendered by the Golden section powers and the Fibonacci series U and V engendered by recurrent summing of natural numbers in essence manifest the same properties, but expressed multiplicatively and additively, viz. on the sets of real and natural numbers, respectively.

This unity of Auric and recurrent (9) properties of the considered series, as well as asymptotic coincidence of their values is important in analysis of correlations between the periods of observed processes in Nature and society and the values of the Auric series, first of all – the series 
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 and G, and explains why alongside with these values the periods appear which coincide with the Fibonacci numbers [5, 9]. Namely due to this effect all these series are further considered as the Auric series in a broad sense.   
1.5. Auric Time Scale. In the narrow sense the Auric Time Scale (ATS) is the Auric series 
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 the unit of which 
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The Auric Time Scale in a broad sense is understood as an aggregate of the Auric series 
[image: image142.wmf]G

 with its fundamental unit of time, and its natural replenishments 
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 (viz. the Auric series in a broad sense), first of all – the series G, and the Fibonacci series U and V. Draw attention that the terms of the series 
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In that way the ATS in a broad sense  presents a complete set of Auric periods 
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. Meanwhile, although the major part of periods in Nature and society are described by the terms of all these series, the kernel of this system presents the series 
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; among the other ones the series G is to be put in the first place because namely these two series coincide predominantly with the main periods in Nature and society, whereas the series 
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 and Fibonacci numbers define the secondary resonant periods. 

And this correspondence of periods is seen [5, 9, 12] starting with the Solar system: with a sufficient accuracy the terms of the ATS correlate with planetary periods and average period 
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 of 11-year cycle of Solar activity, Solar rotation and other Space object periods; and even the distribution of Solar activity cycles shows the Auric structure [7]. With the accepted accuracy the periods of the remaining objects of the Solar system fit the terms of the series 
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 equals to 11.07 yr, while the Venus and Mercury revolution periods make 0.615… and 0.240... years. These values correlate with the ATS periods 
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0.236… . Moreover, the basic and resonant periods of many geological, physical, biological and social processes that develop on the Earth also coincide with the terms of the ATS [3, 12, 16].

Meanwhile, the choice of the fundamental unit of time which is assigned to the term 
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 presents a matter of convenience. Thus, if for the fundamental unit of time the period 
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 is accepted, the measure of orbital periods of Earth, Venus and Mercury would simply shift along the series 
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1.6. Accuracy of correlations. Estimating the accuracy of correlations between the periods of observed phenomena and the terms of ATS presents the necessary aspect of the considered problem which, nevertheless, in most studies is ignored or not considered systematically. The point is that the conclusions relative to presence or absence of inter-relation between the observed periods and model values (in our case – these are the terms of ATS) are to be made within the system of these values so that we take into account the errors of source data. In other words, for referring the periods to a system of those ones which we consider as coinciding with the terms of ATS we have to define some discrimination criterion. For this, it is proposed to use a threshold relative error reflecting the worst exact data that define the time unit in ATS. 

Namely, let 
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which presents an analog of relative error does not exceed the threshold error 
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For example, within a threshold 
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 = 0.001 (or 0.1 %) the period of Venus 0.615 yr does not fit the term 
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The threshold value 
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 was searched as the largest relative error among those which inherent to the most important processes modulating the Earthy processes. This criterion gives us the value 
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 = 0.6 % which characterizes the accuracy of the average duration of 11-year Solar activity cycle 
[image: image186.wmf]o

T

 = 11.07 yr [14]. With this accuracy the period 
[image: image187.wmf]o

T

 coincides with the term 
[image: image188.wmf]5

F

 = 11.09 of series 
[image: image189.wmf]G

, since the fit error for these values 
[image: image190.wmf]002

.

0

5

o

,

T

»

F

d

, or 0.2 %, is less than the threshold error 
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1.7. Harmonic resonance and harmonics. Resonance is usually understood as origination of oscillations or surge of amplitude of oscillation of some system that starts when its own frequency or the frequency of external action approaches definite values called resonant frequencies. It may occur with all types of vibrations or waves: there exist mechanical, acoustic, electromagnetic and other types of resonances. Some of them  are useful (those which allow to amplify a signal in radio receivers), some are objectionable (those which cause surge of vibration in an engine). 

The principal mathematical instrument that explains the origin of resonance is harmonic analysis which studies the representation of functions as the superposition of basic waves – (natural) harmonics which present the integer multiples of the fundamental frequency; as a rule, this is a frequency at which the system oscillates in a normal mode, or the minimal one of such frequencies. In this case the resonant frequencies are defined by harmonics, although in some cases the ratios of small integers like ½, ¾, etc. may also define the resonant harmonics. 

This approach is adequate for a wide spectrum of phenomena that take place in electric and mechanical systems. For example, many oscillators, including the human voice, or a Cepheid variable star, are more or less periodic, and so composed of harmonics. In music, the sounds are generally considered to be pleasing if they are composed of harmonics; the sound frequencies which are not integer multiples of the fundamental are referred to as inharmonic and are sometimes perceived as unpleasant. However, the situation changes drastically when we consider the cyclic processes.

1.8. Periodic and Cycles processes. A process is called periodic if it is characterized by some time dependent numerical parameter p(t) which repeats its values after definite time interval T so that p(t + T) = p(t), the minimal interval of this kind is called period. An example presents a sine function. However, this is an idealization because in every real process a wave form and its duration (viz. period) vary with time. For this reason a process is called periodic if these variations may be neglected, otherwise – cyclic. 

The most important cyclic process presents the 11-year Solar activity cycles the duration of which varies from 7 to 17 years; the intensity of parameters (sunspot number, flux, etc.) also varies irregularly. Much more regular is the apparent solar day, which is the interval between two successive returns of the Sun to the local meridian; the length of a solar day varies throughout the year, and the accumulated effect of these variations produces seasonal deviations of up to 16 minutes from the mean. And even the mean solar time present a cyclic process if we measure its length with the atomic clock since the Earth’s angular velocity is reducing slowly.

When the cycles of various nature are studied [3 – 9] their durations present the main interest. Making use of statistics and spectral analysis allows us to obtain for a sequence of cycles a robust estimate for the average duration; for short, it is also called (main) period, and the reciprocal – the (main) frequency of the cycle. Side by side with the main period the cycles frequently become apparent in secondary cycles of lesser and greater duration which are called sub- and super-cycles (harmonics and sub-harmonics, if we deal with frequency). However, sometimes it is unclear which of them is to be taken for the main cycle, because their causes frequently remain unknown. For instance, such an insertion of cycles takes place in the Solar cycles [4], geology and other applications [3].

In this situation the typical cycle periods (or frequencies) are called the resonant since these periods (frequencies) are detected on the ground of revealing the time intervals (spectrum) where the considered cycle parameter reaches its extremal value. But this is not a resonance in a conventional sense because the respective maximum may take place with some latency, and even the cause of external influence may remain unknown.

Moreover, in many processes a system of resonant periods is revealed which do not fit the conventional concept of harmonic resonance since they are inter-related not by naturals, but by irrational numbers; for example, in geological cycles [3] and in brain rhythms [11]. In these phenomena the Golden section and its power series are typical; first of all – these are the series 
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 and the conjugate series G which comprise the Auric Time Scale. In their turn, the harmonic resonances are often observed at the natural harmonics 
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1.9. Co-periodicity and synchronicity of cycles. So, a broad spectrum of cyclic processes that are observed in Nature and society are neither periodic, nor synchronous, nor associated by cause-and-effects. This means that the physical concept of resonance cannot be applied to these processes in the strict sense. The absence of synchronism and natural resonance is also adherent to biological systems where, however, the robust inter-relations are evident between the brain waves and heartbeats [13, 15]; for this reason various substitutes such as coherence, entrainment, physiological coherence, etc. are used for specifying the concept of synchronism and resonance. 
On the other hand, the observations obtained in diverse applications evidently show that although a broad spectrum of Earthy processes just indirectly may be associated with each other and/or with the Solar cycles, their periods and harmonics are described by the system 
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 and, thus, closely inter-related and structured by the Solar cycles. And this inter-relation presumes, first of all, a co-periodicity of these cycles which means that ratios of their periods (viz. average durations) belong to a discrete set of multiples that may present not only the naturals, but the golden section powers as well. But it is not obligatory for these cycles to be synchronous. For this reason we imply that namely this term reflects the main numerical property that can be used as a criterion in quantitative analysis of inter-relations of all kinds of cycles.
Namely, the cycles C1 and C2 are coperiodic relative to the specified system of multiples 
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 if their mean periods relate as 
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, in the sense of (14).  In this case one of them is commonly considered as the (natural) harmonic of the other one when the multiple is a natural. 
For example, let t present the duration of some cycle and S be the set of naturals. Then, it coperiodic with any cycle with a mean duration 
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If S presents the Auric series 
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, then t is coperiodic with any cycle with a duration 
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, where i is any positive or negative integer. In this case the latter cycle is considered as the Auric harmonic of the former one (with the multiple 
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In subsequent consideration we imply that S present the Auric Time Scale 
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 contains the natural k, the set 
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 contains the natural harmonics as well. 

Thus, a great deal of basic and resonant periods of geological, biological and social processes that develop on the Earth coincide with the terms of the ATS [3, 12, 16] the time unit of which is defined by the 11-year Solar cycle period (viz. average duration), as well as by the Tropical year. And all these periods are co-periodic, but only seldom of them are synchronous.

In that way the ATS inter-relates the periods of astronomical and Earthy processes within the scope of million years to hundredth of second. In this sense the ATS may be considered as a fundamental scale of periods. From this point a coperiodicity defined by the ATS (viz. bringing the periods observed in various applications into correlation with the ATS) not only presents a theoretical interest, but also allows us to provide more exact structural and parametric identification of models of heterogeneous processes. 

From the other hand, synchronicity presents a specific case of coperiodicity when the critical points of two cycles coincide. But one should remember that as far as the durations of cycles may vary, two cycles, even if they were synchronous at some moment, may not be synchronous afterwards. From this point of view the concept of synchronism and conventional resonance do not applicable to the cyclic processes; on the other hand, there are no “purely” periodic processes, neither in Nature nor in society. 

From this we may conclude that, in essence, it is coperiodicity which defines the primal condition for a resonance to occur, and the lesser the latency the more exact the synchronism between the periods and the more effective the manifestation of a resonance.

At the same time, although in many cases we do not know the cause of cyclic excitation of some processes, it frequently turns out that their periods fit the ATS. The examples are so numerous that we may consider the ATS as a mechanism which describes mathematically how the Solar cycles and Tropical year modulate the cycles of Earthy processes. One of them is very illustrative – this is the Solar wind the existence of which was unknown before 60-ies of the XX-th century, that exert its influence synchronously with the development of the Solar cycle.

Besides, although some coperiodic cycles are not synchronous, their resonances in many cases may be explained, or rather synchronized namely by latency which is required for the development of the subsequent process (e.g. catch, epidemics, etc.).

Yet, it is clear that a coperiodicity, by itself, does not give grounds for making a conclusion relative to a cause-and-effect relation between the respective processes, the more so when we consider a system of correlations within the ATS. Hence, a coperiodicity of a process with a term of ATS may be understood as resonance in a broad sense at the resonant period defined by this term of the Auric Time Scale, the unit of time in which (
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= 1) is defined by the Aurically correlated fundamental periods – Tropical year and average duration of 11-year Solar activity cycle.

Resume. There are several systems which inter-relate the periods (or the frequencies, as it is more suitable) via the Golden section [10, 11, 13, etc.], but each of them still presents a local, or relative system of relations, even if it is called a Global Scaling, because the considered periods are inter-related within the set of values pertaining to a fixed phenomenon and/or their values are analyzed in conditional unit (Hz, second, etc.). In this sense, that is locally, a fractal dynamics in seen, for instance, in neurodynamics. 

To this end, at least two question arise: 

Is there a fundamental system of periods within which the local systems can be inter-related uniformly? 

If so, what is the structure of that system and how the time unit is defined in it?  

In the preceding works [5, 9] it was shown that the system of Auric series 
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  the unit of which corresponds to the Tropical year provides a system of multiples (the naturals, Golden section powers, and their products) which, within an error of around 1 % specifying the accuracy of identification of the Solar cycle duration, define the co-periodicity of a great deal of cycles within the scope from Solar cycles and planetary periods to geological, social and biological processes. For this reason the ATS may be called the fundamental system of periods in Nature and society which defines the resonant periods of cyclic processes (and thus – resonances) in the sense of co-periodicity, but neither necessitates the existence of cause-and-effect or synchronism, nor rejects their presence , although they could be masked by latency. 

This allows us to suggest that the very fact of existence of this co-periodicity, even if we are unaware of the underlying cause-and-effects, presents not only a theoretical interest, but an instrument of practical importance in studying diverse processes; in particular – for making more precise the estimates of periods. And in this article we show that the brain wave periods also follow this Auric Time Scale.

2. Brain waves and EEG
2.1. Brain waves

Collectively, the brain waves may be understood as oscillations of the electrical potential of neurons in different parts of the cortex which characterize the brain activity of a subject in prolonged states, or his reaction to stimuli; the former are described by rhythmic activity, whereas the latter – by transients.

Recording of this electrical potential from multiple electrodes placed on the scalp presents the essence of Electroencephalography, whereas the obtained result presented in a graphical or digital form is called Electroencephalogram (EEG). 

Although the electric potential generated by single neuron may also be measured, but with the use of an implanted electrode, it is too small to be picked by a scalp electrode. Therefore, the EEG activity always reflects the summation of the synchronous activity of thousands or millions of neurons (population of neurons) that have similar spatial orientation. Pyramidal neurons of the cortex are thought to produce most EEG signal because they are well-aligned and fire together. Because voltage fields fall off with the square of the distance, activity from deep sources is more difficult to detect than currents near the skull. As far as the channels of EEG correspond to different areas of cortex, for the same moment they, in general, may present different oscillations. Meanwhile, the polarity of these signals (viz. the electric potentials which depend on time) is defined with respect to the chosen cortex area. 

So, the brain waves in an EEG may be divided into two principal groups.

The basic rhythms show quite stable oscillations at a variety of frequencies. Several of these periodic oscillations have characteristic frequency ranges, spatial distributions and are associated with different states of brain functioning (e.g., waking and the various sleep stages). Frequency bands are usually extracted using spectral methods.

A transient presents a damping oscillation that is caused by an external action called stimulus. Thus, the evoked potential (EP) involves averaging the EEG activity time-locked to the presentation of a stimulus of some sort (visual, somatosensory, or auditory). Event-related potential (ERP) refers to averaged EEG responses that are time-locked to more complex processing of stimuli; this technique is used in cognitive science, cognitive psychology, and psychophysiological research.

2.2. Periodic oscillations (basic rhythms)
Periodic oscillations, or basic rhythms are characterized by quite stable frequency and amplitude, although some peculiarities may appear at definite time spans. Electroencephalographic recordings of brain activity are dominated by periods of rhythmic activity which is seen across a very broad range of frequencies, from <1 Hz, up to >100 Hz [11], although the same (or close) frequencies could be engendered by different causes, as 
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 rhythms. These oscillations show the following important peculiarities.

1. It was known that the frequencies of rhythmic activity form the bands being conventionally denoted by Greek letters that can be related functionally to psychophysical processes. Now, on the ground of spectral analysis of sufficiently long observations it is shown [11] that in each band the respective peaked distribution defines the modal frequency (it is denoted by the same letter) which, in average, defines the properties of this band.

2. The modal peak frequencies not only fall into distinct bands, but [11]: “the bands appear approximately distributed according to 
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 (the ‘golden mean’) rather than ‘e’ – a constant commonly associated with the organization of complex natural systems” (emphasize added). However, a numerical verification of this conclusion was not presented.  

3. It was also revealed [11] a phenomenon of “frequency transformation in which activity in two co-active local circuits may combine sequentially to generate a third frequency whose period is the concatenation sum of the original two.” As we will show this below, this property rejects algebraically the principles of harmonic analysis and harmonic resonance in favor of Auric ones. 

4. It is also established that the memory span is defined by the natural harmonics of fundamental frequency for which an approximation 
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 Hz was proposed [10]. If we would consider this approximation just from a numerical point of view, we could have agreed with the authors’ thesis that more exact approximation has little practical importance. However, in contrast to this numerical approximation being tied to a conditional unit (Hz), much more exact approximation of that fundamental frequency exists which belongs to the ATS, that correlates the absolute periods of diverse phenomena in Nature and society, and coincides with the Potential P300 frequency being dominant for cognitivistics (See below).    

Therefore, presence of several concepts relative to Golden section properties of the basic brain rhythms is grounded empirically, but they do not present a systematic model being grounded numerically and algebraically. Besides, no study is known which correlates the periods of these periodic oscillations with some fundamental time unit.

2.3. Transients (basic potentials)
A transient process describes the oscillation of electric potential of neuron population following presentation of a stimulus [17]. In general, after one or two oscillations the potential reaches a maximum and, after that, is damping. It appears in the cortex area which is responsible for processing the stimulus.

The wave form of a transient is basically characterized by the latency and amplitude of the peaks that present the crucial piece of information. In this study we are interested in the latency since it specifies the time between exposure to a stimulus and the peak when the neuron reaction becomes most pronounced; it presents the basic time characteristic of transient oscillations, as the period – for  periodic ones. In this sense the periods and latencies can be treated as the quantities of the same type, and as with frequencies for periodic processes we may define frequency for a transient as the reciprocal to  latency.

Meanwhile, as the modal periods of periodic oscillations constitute a discrete series of rhythms (
[image: image227.wmf]a

, 
[image: image228.wmf]b

, etc.), so the basic classes of stimuli (visual or audio signals, or cognitive tasks) are characterized by definite latencies. However, even for the same class of stimuli the latency shows less stability than the periodic oscillations; it depends both on the subject and peculiarity of the stimulus within the class. 

So, for the fixed stimulus the distribution of latency is more smooth and does not show a pronounced peak as in the case of periodic oscillations.

For these reasons the point estimates of latencies are generally specified as raw counts being rounded to tens or hundreds of ms, that is by order of magnitude, which cannot be used for numerical analysis, but are used for denotations of the transients. For example, P3 or P300 stands for the maximum of positive potential with latency of about 300 ms. In this case the quantity 300 is to be considered as a rounded-off value rather than average one. On the contrary, the ranges of variation for the latencies still remain defined quite exactly. 

For this reason in the below analysis we use the bounds of these ranges as the interval estimates, and the midpoints of their bounds – as the point estimates of the latencies for the respective transients. 

So, the brain waves, both the periodic and the transients, are described by oscillations of electric potential the principal temporal parameter of which is characterized by a set of discrete values (viz. periods and latencies) which, for uniformity, call the periods. 

By using this approach we come to the problem: whether  the temporal parameters of the transients fit the systematic ATS-model that describes the periods of the basic periodic oscillations?
3. Distribution of the basic rhythm modal periods over the terms of ATS

In [11] the modal peak frequencies of the basic rhythms generated in isolated neocortex in vitro are given for the periodic oscillations in the region of 1 to 100 Hz. As far as these results are obtained with the due regard of statistical demands they provide us, from a numerical point of view, with quite exact estimates of the periods, although they could not be declared identical to the parameters in vivo since in the latter case it is impossible to generate oscillations during a long time mainly due to some collateral effects. 

In particular, it is noted [11] that: “the modal peak frequencies fall into distinct bands … {that} appear approximately distributed according to ‘phi’ (the ‘golden mean’) rather than ‘e’ – a constant commonly associated with the organization of complex natural systems”.
Test this hypothesis numerically, (i) relative to the modal peak frequencies that are estimated by the midpoints of the interval estimates [11]. Moreover, expand it by the suggestion that (ii) these frequencies follow the values specified by the Auric Time Scale. 
With respect to the first part of this hypothesis the discrete series of the observed peak frequencies 
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 (Table 2, Col. 2 – from [11]) have to take the following values of the model frequencies
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where a is an unknown constant. 
Table 2. The observed peak frequencies 
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 defined by the conjugate series G  of the ATS, 
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	3, 
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	3.670

	4, 
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[image: image247.wmf]1

b


	  15
	15.31
	15.36
	5.628
	5.670

	6, 
[image: image248.wmf]2

b


	  24.5
	24.78
	24.85
	6.647
	6.670

	7, 
[image: image249.wmf]1

g


	  40
	40.09
	40.21
	7.666
	7.670

	8, 
[image: image250.wmf]2

g


	  65
	64.86
	65.06
	8.675
	8.670


As far as the observed peak frequencies are obtained statistically, for obtaining an estimate for the constant a it is naturally to explore the least squares method (LSM). In this case the estimate for parameter a of (15) takes the form 

a = 
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with the RMS 
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 = 0.7; if this value is resembled to an absolute error, the relative error of approximation (15) makes from 0.5 (for 
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At the same time, as the absolute error for the observed data is estimated [11] as several ms, the relative error 
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 are from about 0.01 (viz. 1 %) to 0.1 (viz. 10 %). This means that by an order of magnitude the accuracy of Auric approximation (15) of the peak frequencies is generally corresponds to the accuracy of the source data.
The estimate (16) is interesting by the very fact that this value is closely associated with the number 
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But it is immeasurably more important that with a high accuracy the frequency 
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Therefore, all the remaining frequencies 
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 of the Auric series G as well. This means that the frequencies 
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 specified by the Auric model (15) define the modal frequencies 
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 of brain waves with accuracy being adherent to the latter ones, and, what is most important, almost exactly coincide with the values of the frequencies 
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 which are defined by the Auric Time Scale. The high accuracy of this correlation is illustrated by Fig. 3 where the logarithmic scale is used for presenting the exponential dependence (15) as a linear function: it is clearly seen how tensely the modal frequencies follow all the sequential values of the series (15). The respective numerical values are give in Table 2 (cols. 5, 6).
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These results may be resumed as follows.

1. The LSM-approximant (15) of the basic frequencies of the brain rhythms almost exactly (to within the error of 0.3 %) is defined by the reciprocals of the sequential terms of the conjugate series G of the Auric Time Scale. On this ground we may conclude that to within the source data error it is namely the series G which gives the nearest theoretical approach to the modal frequency spectrum of the basic rhythms.
2. Therefore, the basic brain rhythm periods 
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 (in years). Notice, that if the unity of the ATS is assigned the average duration of the 11-year Solar cycle, these periods take the values 
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3. As far as the error of approximation (15) for the upper 5 of 8 basic brain rhythm frequencies makes about 1 %, we may assume that the frequencies for the 
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 rhythms [11] were modified under the action of some intrinsic effects or unknown factors of influence.
4. Distribution of latencies over the terms of the ATS

4.1. The Evoked and event-related potentials 

Potentials [17]. In response to a stimulus the neocortex generate transient potentials. With respect to a type of stimulus they are differentiated in the following two basic types.

An Evoked potential (or "evoked response"), EP, is an electrical potential recorded from the nervous system of a human or other animal following presentation of a stimulus, as distinct from spontaneous potentials as detected by electroencephalography or electromyography.

An Event-related potential (EPR) is any measured brain response that is directly the result of a thought or perception. More formally, it is any stereotyped electrophysiological response to an internal or external stimulus. While evoked potentials reflect the processing of the physical stimulus, event-related potentials are caused by the "higher" processes, that might involve memory, expectation, attention, or changes in the mental state, among others.

Experimental psychologists and neuroscientists have discovered many different stimuli that elicit reliable ERPs from participants. The timing of these responses is thought to provide a measure of the timing of the brain's communication or time of information processing. For example, in the checkerboard paradigm the first response of the visual cortex is around 50-70 ms. This would seem to indicate that this is the amount of time it takes for the transduced visual stimulus to reach the cortex after light first enters the eye. 
Each potential is associated with a class of homogeneous types of stimuli that engender the similar wave forms within the respective neocortex area. For this reason some components of different stimuli may have the same values (e.g. latencies). Most of them are referred to by a preceding letter indicating polarity followed by the typical latency in milliseconds (or in hundreds of ms). Thus, the N400 ERP component is described as a negative voltage deflection occurring approximately 400 ms after stimulus onset, whereas the P600 component describes a positive voltage deflection 600 ms after stimulus onset. 
However, although the numerical parameters of the potentials, viz. the latency and amplitude, concentrate around definite typical values, the potential components are often quite variable. Thus, the observed latencies have much greater dispersion around the typical values than the periods of periodic signals; for example, the N400 component may exhibit a latency between 300 ms – 500 ms. Besides, the potential of the amplitudes tend to be low compared to EEG.
Latencies. To resolve these variations in latency and low-amplitude potentials against the background of artifacts [24] (ongoing EEG and other biological signals and ambient noise) and variations in physiological and mental peculiarities of subjects, signal averaging is usually required. The signal is time-locked to the stimulus and most of the noise occurs randomly, allowing the noise to be averaged out with averaging of repeated responses. 

For these reasons the point estimates for the latencies for the respective potentials are much less exact than the frequencies of periodic signals. In particular, this results in publication of different point estimates for the same type of stimulus; besides, as far as they are frequently rounded to tens or hundreds of ms, these values hardly can be used for exact correlation of latencies with each other and with the ATS period. 

Meanwhile, the published data provides us with more or less co-coordinated interval estimates for the latencies which allow for the variations of the observed values around the “theoretical” latencies being specific for the respective stimulus. From this point of view the midpoints of these intervals may be considered as the more exact point estimates for the theoretical latencies. Namely these midpoints are considered below as the point estimates for the latencies.

As far as for the potentials the frequencies are considered which are specified by their inverse latencies, in the further consideration and for uniformity with periodic oscillations we also consider the latencies as the time analogs of  periods of the respective potentials.

4.2. Auric properties of the response P300 

The latency of the potential P3 (or P300) makes around 
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= 300 ms. This response occurs, for example, in the oddball paradigm, regardless of the stimulus presented: visual, tactile, auditory, olfactory, etc. Because of this general invariance in regard to stimulus type, this ERP is understood to reflect a higher cognitive response to unexpected and/or cognitively salient stimuli. Due to the consistency of the P300 response to novel stimuli, a brain-computer interface can be constructed which relies on it. By arranging many signals in a grid, randomly flashing the rows of the grid as in the previous paradigm, and observing the P300 responses of a subject staring at the grid, the subject may communicate which stimulus he is looking at, and thus slowly "type" words [17]. For these reasons the potential P3 is considered as the most important among those which are associated with information processing and decision making [10, 11].

However, since the initial discovery of this ERP component, research has shown that the P300 is not a unitary phenomenon. Rather, we can distinguish between two subcomponents of the P300: the novelty P3, or P3a, and the classic P3, or P3b [17]. For the point estimates of their latencies 
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= 265 ms, 
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= 360 ms consider the mean values of their interval estimates 
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 given in [11, 17]. Notice, that an additional evidence in favor of these point estimates gives the observation which shows that the peaks of the P3a and P3b potentials are separated by 75 – 100 ms which gives the difference in their latencies.
So, for a broad spectrum of cognitive tasks the brain activity is correlated with the P3 potential with the latency (or period) 
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, although now it is more exactly to correlate them with the potential P3b. From the other hand, this period corresponds to the reciprocal for the frequency with an estimate value of 
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 3.3  (Hz),                                                             (20 )

which is considered to present the fundamental frequency for cognitive processes and is assumed to be equal twice the Golden mean, viz. 
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 [10].
Consider this hypothesis concerning the estimate for the fundamental frequency. For this, compare the accuracy of the estimate 
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 Hz versus the values defined by the ATS both for this frequency and for all the remaining frequencies of the basic potentials. 

Firstly, consider the frequencies that correspond to the potentials P3a and P3b: 
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It follows from Sec. 1.5 that the period 
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Hence, within the error 
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 0.3 % the frequency 
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 of potential P3b coincides with the frequency  
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 which is specified by the term 
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 of the series 
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 of the Auric Time Scale.
At that, the ratio of the frequencies 
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 of the base potentials satisfy the Auric property 
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 1.38 with an error of about 1 %.
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Hence, with this error the frequencies which define the potential P3 are inter-related by the relation 
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, and with the same coefficient as in (17). 

Moreover, all these three frequencies are co-related with the essential Auric property:

Since within the error of 
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= 0.4 %  the period 
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= 300 ms coincides with the Golden section point (301 ms) of the interval of periods (
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) = (265, 360), with the same accuracy all three periods: 
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, as well as corresponding frequencies 
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, are bound  by the classical Golden section (Fig. 4)
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 of potentials P3, P3a, P3b over the Golden section
4.3. Distribution of periods of basic potentials over the terms of the Auric Time Scale

As it follows from Table 3, the average periods (viz. latencies) of the basic potentials are also distributed over the terms of the Auric series 
[image: image349.wmf]G

 and G . Remind, that these average values are defined as the midpoints of the respective interval estimates [11, 17] for the latencies except of N170 the latency for which is taken from its definition since it is specified by its mean value. 

Table.3. Distribution of periods of basic potentials over the terms of the Auric Time Scale 
	Terms of the series
	Potential and its latency
	Divergence between the Average and Term of ATS (%)
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    *) This average is taken from the definition of potential.

  **) In [18] the values are rounded, the interval bounds are not given.

***) Starting and final intervals of manifestations of P1.

Other correlations between the latencies and the ATS periods present an interest as well.

Thus [18], the “basic period of information processing” (BIP) – an individual constant period during which 1 bit of information is processed – has a physiological basis and determines complex achievements assessed in intelligence tests. It lasts 1/15 s (
[image: image362.wmf]»

67 ms) in average adults (IQ 100) and is constant over the ranges from which target stimuli can be drawn and over varying modes of the signs (letters, numbers, musical notes, etc.). In representative samples of adults duration of BIP correlates with global IQ: the BIP of an adult with an IQ of 122 is 50 ms and with an IQ of 78 twice as long (100 ms). The authors consider BIP to be a physiological and general determinant of intelligence, being measurable at a ratio or even on absolute scale level. Thus, it appears to be suitable as a building unit for reconstructing the rather fuzzy traditional concept of general intelligence.

Besides, for some potentials the functional co-relations are established. For example, the potential N2 forms a complex with N1 and P3b, and N1 – with P2. It is also interesting that the latency interval bounds (50, 100) and (65, 90) for the potential C1 coincide with the terms of the Auric series 
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and G with a mean error of 4 %. Meanwhile, one must remember that although the values of some latencies coincide, they pertain to different potentials that may be engendered by diverse cortex areas and stimuli.

Therefore, in spite of quite broad intervals of latency dispersion around the mean values (in average – by 25 % relative to the midpoint), the mean latencies quite exactly fit the periods of the Auric series 
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and G: the relative error for these discrepancies makes, in average, 0.3 %  for 1/3 of observations, and 4 % for 2/3 of observations. In particular, the basic period of information processing for the published critical values of IQ.
This conclusion allows us to assume that making use of this co-periodicity of the latencies for the basic potentials with the basic Auric series 
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and G  would permit us, apart from solving other problems in  neurodynamics  and neurocybernetics, to more exactly estimate the latencies and/or discriminate the potentials (for example, as the potential P3 was separated [17] into two potentials, P3a and P3b, which are co-related by the Golden section). 
5. Memory span and co-periodicity of fundamental cognitive frequency with ATS
5.1. Memory span and EEG harmonics of the fundamental cognitive frequency

Overview. Consider the basic concepts [10] as to correlation of EEG frequencies with the memory capacity and Golden section approximation for the fundamental frequency (the added comments are braced).

The question whether brain waves reflect underlying information processing is as old as EEG research itself. Therefore, relationships between well-confirmed psychometric and psychophysiological empirical facts and EEG spectral density are very interesting.
Ever since attention became the object of scientific study, psychologists have recognized that it possesses a quantitative dimension in terms of the maximum number of items to which a person can attend at one time. It now seems almost universally accepted [19] that short-term memory has a capacity limit of seven plus or minus two [20].

On the other hand, during the last decades a number of authors have claimed not only correlations between memory span and mental speed, but also with electrophysiological variables of the EEG.

In particular, Liberson [21] had drawn the conclusion that all significant channels in EEG could be n multiples {n = 1, 2, …} of one fundamental frequency {denote it F} of about 3.3 Hz. According to his empirical data the number of these multiples is nine as the maximum of memory span. These relationships are further supported by data from Bennett [22], who reanalyzed the Ertl and Schafer [23] findings of a correlation between IQ and latencies of EEG evoked potential components. 

{In this sense the number n (1 to 9) of memory span reflects the volume of operative memory (e.g. the number of digit, signs, etc.) or quanta of action of thought, and corresponds to the number n of harmonic with theoretical value 
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 3.3 Hz presents the first harmonic 
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. To put it bluntly, in order to memorize n symbols a brain must be able to generate the harmonic 
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However, empirical analysis shows that Liberson’s fundamental is lower than 3.3 Hz and in the range between 3.1 and 3.3 Hz. And it is stated [10] that the reliability of the empirical data {viz. the values 
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 of the observed harmonics} allows no more precise calculation. 

For this fundamental frequency an approximation 
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was proposed in [10] and assumed that “The metric of brain waves can always be understood as a superposition of n harmonics times 
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} where half of the fundamental is the golden mean ( (= 1.618) as the point of resonance”. {The multiples n for observed frequencies 
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 and the  proposed approximations 
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 are given in Table 4}. In this sense, and in some other relations, information coding in a brain is considered to be based on the  Golden section, thus enabling brain waves to process information in the most efficient way [10].

As well, it is assumed that search of other approximation model for the fundamental frequency presents no scientific importance: “Because Hz is a man-made measure, depended on the definition of the second, an exact solution seems to be mere numerology and no scientific argument. Despite this, the congruence between multiples of memory span and multiples of a fundamental brain wave is the first important discovery derived from Table 1 {See Table 4 of this article}, the precise size of the fundamental seems to be a problem of second order” [10].

Discussion. However, the above statements relative to the accuracy and meaning of the reference frequency F could hardly be accepted due to the following.

(i) By itself, the reference frequency F is defined by the latency of the potential P3b presenting the dominating wave form for the cognitive processes. Hence, as far as the periods of Potentials are systematically approximated by the terms of the ATS (See Sec. 4), the Auric estimate 
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 for the reference frequency F can be considered as nonrandom correlation between this frequency and the Auric time Scale. Moreover, in contrast with estimate (25) the value 
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 associates this frequency not with a numerical value in some conditional unit (Hz), but with the absolute Time Scale being invariant to a choice of unit. 

(ii) In aggregate, when the reference frequency F is considered together with its harmonics, it is namely the Auric frequency 
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 which gives not only a significantly better approximation than the estimate (25), but the most exact approximation for the set of all empirical frequencies 
[image: image380.wmf]n

v

 (See Sec.5.2).
 (iii) By itself, the frequency F of the potential P3b is hardly righteous to call “fundamental” for all brain waves, since the brain rhythms (
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) exist without this potential, but this attributive is seemingly appropriate for the cognitive processes. With this in mind, we call it fundamental cognitive frequency (FCF). 

 (iv) In aggregate, the suggestion that the metric of brain waves can always be understood as a superposition of n harmonics times
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, viz. that the natural harmonics of the reference frequency F  engender the spectrum of the brain waves, is rejected not only by resumes (ii), (iii) and Auric distribution of the base rhythm and potential periods over the terms of the ATS, but also by the observed laws of transformation and interaction of the basic rhythms (See Sec. 6), which follow the Auric algebra, but cannot take place within the conventional harmonic analysis.

Proceed now with giving the evidences in favor of the remaining resumes, (ii) and (iv).

5.2. Co-periodicity of natural harmonic spectrum of fundamental cognitive frequency 

with natural harmonics of the ATS term φ38 

Let us show that the approximation that is defined by the term of the Auric Time Scale gives much more exact and pithy estimate both for the fundamental cognitive frequency F and for the system of its observed harmonics {
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} defining the memory span, than the approximation 
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 (Hz) the numerical similarity of which with the Golden section number 
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 is caused just by the choice of the unit of measurements (viz. Hz).

As it is established in Sec. 4.3, the Auric period that approximates the latency of potential P3b with the error 0.3 % is specified (See Table 3) by the term 
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The Auric frequency which corresponds to this period is defined as the reciprocal value
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By accepting this value for the fundamental cognitive frequency we obtain the natural harmonics 
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 (Table 4, Col. 6).

Compare now the accuracy with which the series of harmonics 
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, (n = 1, …, 9), approximate the observed harmonics 
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 (Table 4, Col. 3).
Table 4. Short-term memory storage capacity and correlative EEG harmonics and terms of ATS
Memory span n corresponding to the number of an EEG harmonic (Col. 1), the respective values of IQ (Col. 2) and observed frequency 
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 of EEG harmonics (Col. 3) [10]. The approximants 
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 (Col. 6) for observed harmonics are based on the estimates 
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[9] for the fundamental cognitive frequency (reciprocal to latency of Potential P3b); their absolute errors are given in Cols. 5 and 7.
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Note to this end, that the “observed” frequencies 
[image: image417.wmf]n

n

 should not be considered as the exact values because they present the rounded-off values of results of averaging of measurements being influenced by artefacts  [24] and differences in stimuli, apart from the differences in latencies due to the diverse subjects’ reaction. 
However, as far as this averaging is based on a sufficiently large amount of sampling (672 subjects [10]), we may apply the statistical methods for estimating the accuracy of approximation. Note also, that the accuracy of estimate of the latency of Potential P3b (viz. FCF) corresponds to the accuracy of the time unit accepted in ATS (See Sec. 4.3).
Thus, the estimates for variances of approximations 
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 = 1.89. As far as this value is less than the critical value 
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Much more evident result we obtain without considering the last point (
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 = 29 Hz). Firstly, it is evidently breaks the linear trend which it must fit as the natural harmonic of FCF; besides, under standard clinical recording techniques the signals observed in the scalp EEG which lie above the range of 1–20 Hz are more intensely distorted by artifacts [24]. In this case the estimates for variances make 
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As far as this value is less than the critical value 
[image: image431.wmf])

95

.

0

(

F

Cr

=

b

= 3.45, for the confidence probability 
[image: image432.wmf]b

= 0.95  the variance 
[image: image433.wmf]*

n

V

 is significantly less than the variance 
[image: image434.wmf]n

V

, and this conclusion holds true up to a confidence probability around 
[image: image435.wmf]b

= 0.98.
Therefore, in aggregate (with respect to the whole set of cognitive harmonics), the estimate 
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 for the FCF not only better than 
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, but substantially better – since its variance is significantly less than the variance for the latter approximation from statistical point of view, with the confidence probability of 0.8 to 0.98. 
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Fig. 5. Linear regression line for empirical harmonics 
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Notice that the  regression  line  goes through the ATS-engendered values 
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On the other hand, reasoning from the point that the observed frequencies 
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 present the natural harmonics of the fundamental cognitive frequency F, that is the multiples 
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, it is the coefficient b of linear regression for these observations that becomes the best estimate for the FCF. Its value makes b = 2.92 for all 9 frequencies, and 
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= 2.796 without the last one (29 Hz).

From this point of view the estimate 
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and one order and a half less error – for the latter case:
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Moreover, the qualitative preference of the estimate 
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 for the FCF is seen from the trend of the estimates 
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 which systematically diverging from the observed frequencies 
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  follow the latter ones and their linear regression line (Fig. 5).

Therefore, apart from the fact that the estimate (26) gives substantially more exact numerical approximation both for the principal cognitive Potential P3b latency and for the observed system of harmonics than the estimate 
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, it remains invariant to a change of unit of time and thus frequency. For any other unit of time assigned to term 1 of series 
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, all the inter-relations remain the same, as the accuracy of approximation: only the numerical values of frequencies would change proportionally to the change of unit of time.
5.3. Resume
1. Although the number 
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 = 2.77 (Hz) does not reminds the Golden section, namely this value, as the estimate of the reference frequency specifying the EEG harmonics associated with the memory span and some other cognitive processes:
(i) gives essentially more exact correspondence with the experimental data than the estimate 
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 in approximating both the main frequency of the potential P3b which is associated with the response to diverse cognitive tasks and presents the reference frequency (FCF) for the system of cognitive harmonics;
(ii) coincides with the reference frequency (FCF) specified by the linear regression for the system of observed harmonics. 
As far as these correlations take place within the source data error,  the estimate 
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 = 2.77 (Hz) for the FCF can be considered as unimprovable. 
2. On the other hand, the property (ii) gives one more evidence in favor of the Auric nature of the latency of Potential P3b (See Sec. 4.3).

3. The revealed Auric nature of the Potential latencies and Auric estimate for the fundamental cognitive frequency allows us to turn down the Liberson’s conclusion that “all significant channels in EEG could be n multiples of one fundamental frequency of about 3.3”; as we see, these are not the natural harmonics, but the system of Auric periods which define the stable estimates of the periods of periodic oscillations and the transients. Moreover, the revealed correlations evidently show the inconsistence of the statement that “Liberson’s fundamental is lower than 3.3 Hz and in the range between 3.1 and 3.3 Hz.”, as well as incorrectness of the suggestion [10] that “the reliability of the empirical data {viz. the values 
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 of the observed harmonics} allows no more precise calculation”.
4. In consequence of the fact that not only the FCF presents a specific value, but the whole system of periodic and transient periods which describe the brain activity follow the periods of the ATS presents the forcible argument against the statement that “an exact solution seems to be mere numerology and no scientific argument”, since the ATS inter-relates not only the brain waves, but a broad set of periods in Nature and society.  
5. Meanwhile, the opinion that “half of the fundamental is the golden mean ( (= 1.618) as the point of resonance” and that the Golden section background of the FCF “enables the brain waves to process information in the most efficient way” finds new confirmation, but in a broader sense, since each term 
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 of the series G , and in the circumstances when both these series manifest themselves in the most important brain wave periods. 
6. Auric algebra in wave interaction of neuronal populations 
6.1. Frequency transformation and concatenation
Frequency interaction – is a phenomenon in which an electric activity of neuronal population(s) at one (different) frequency(ies) is followed by generation of another frequency(ies) in the same or other population(s). This means that electric signals of neuronal populations (e.g. frequencies) can be considered as “independent” but just conditionally. 
These are marked out [11] the following basic types of frequency interactions.
(i)  Frequency transition [11]: it is also possible for a local circuit generating a single frequency rhythm to switch modal peak frequencies. In this case the frequencies generated by two participating networks remain unchanged or, in contrast, the frequency generated by a single network is altered.

(ii) Frequency concatenation [11]: an interaction between two frequencies may result in new frequency. The principal peculiarity of this phenomenon is period concatenation [11]: this means that two frequencies produce a third, lower frequency (the concatenation sum) containing sequential periods of the original two rhythms. With respect to external conditions the intrinsic periodicity of both network components may remain, or both rhythms, as local field potentials may transform into a single beta1 rhythm. In their turn, the 
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 rhythms may concatenate thus forming 
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 rhythm, etc. [11].

As far as in the result of these interactions an oscillation appears at new frequency, from general point of view this situation can be considered as a resonance at this transformed frequency. 

(iii)  Frequency-halving [11]: a phenomenon consisting in effective halving the network frequency.

Example: Gamma-to-beta transition [11]. The 
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oscillations appeared to manifest as subharmonics of the preceding 
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oscillation… As well, gamma oscillations were always present (evoked or induced) concurrently with bursts of beta activity… This observation suggests that the 
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 oscillations represent a subharmonic of the on-going 
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 and not simply a slowing-down of the 
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 frequency response [25]. 
So far as the modal peak frequencies are distributed by the terms of the Auric Time Scale (See Sec. 5), within the scope of the basic rhythms the neuronal populations generate frequencies which present not the natural, but the Auric, or 
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Example: Gamma1-beta2 Concatenation [11]: a 
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 frequency rhythm generated by a superficial layer neocortical network can interact with a 
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 frequency rhythm generated by a deep layer neocortical network. The combined network generates a different frequency – 
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 presenting a concatenation sum of co-expressed 
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 and 
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 rhythms, but the intrinsic periodicity of both network components is preserved … However, if excitation is partially lowered … then both rhythms, as local field potentials are transformed into a 
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 rhythm. 
In this case for the empirical estimates for these frequencies (See Table 2) we obtain:
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 0.01= 1 %),                                              (30)

that is the observed Gamma1-beta2 Concatenation is accurate to within an error of 1%.

Notice to this end that if the basic frequencies were given in (30) not by their averaged values, but by Auric estimates, we would have obtained – with respect to the characteristic properties of Auric series (11), (12) – the exact equality for both periods 
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Therefore, in spite of averaging and rounding of the observed frequencies the accuracy of fulfillment of the characteristic relations (11) and (12) is quite high since the relative error makes nothing but 1 % .

Hence, the property of period concatenation takes place within the scope of the basic rhythms and does not correspond to the principles of harmonic analysis. However, although these effects are not associated in [9] with any algebra, the authors definitely associate them with other rhythms and with the Golden section which allows the networks to operate in a minimal-interference mode:

“The constant ratio (approximately ‘phi’) of adjacent frequency bands suggests that all observed bands may be interrelated via concatenation. With a ratio of c.1.6 not only can gamma and beta2 rhythms concatenate to form a beta1 rhythm, but beta2 and beta1 rhythms may concatenate to form an alpha rhythm and alpha and beta1 rhythms concatenate to form a theta rhythm etc. Thus a hierarchical arrangement of frequencies may exist through concatenation in a similar manner to that seen for nested rhythms, but on a finer temporal scale. Such an arrangement fits the hierarchical organization of network anatomy in the brain very well.”

6.2. Auric algebra in brain rhythms

Dealing with separate frequencies and frequency interaction rules may be likened to arithmetic and algebra. 

In the former case we deal with a set of numbers that characterize some objects in the chosen measure. For example, in an electric or mechanical system this may be a set of operational frequencies.

In the latter case we study rules which deal with a set of elements, regardless of their numerical values or units of measurement.

For example, in mechanical systems the interaction of objects (re to frequencies and resonances) is described by harmonic analysis which states that an object may generate just the natural harmonics of its reference (or current) frequency, and objects may come to resonance just at coincidence of their natural harmonics; in this case algebra is quite simple – its elements may be described by the set of frequencies {
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}, where k – is any natural, whereas the rule tells that the frequencies 
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, regardless of the unit of time.
But in the brain activity the situation changes drastically since it is shown [11] that in the principal cases the frequency transformations does not follow the principles of harmonic oscillations – neither in values, nor in rules.

First, the frequencies of both the basic rhythms (Table 2) and potentials (Table 3) are distributed not as the natural harmonics, but over the terms of Auric series 
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 and G. Namely, the frequencies of the base rhythms are distributed over the sequential terms of the Auric series G, and those of the potentials – over the series G and 
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Therefore, the ATS in a broad sense, viz. the set 
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 , presents a complete model of the basic brain wave periods arithmetically, as it comprises all the observed periods of the basic rhythms and potentials.
Second, the observed brain wave frequency transformation operations follow the unique algebraic properties of the ATS. Indeed:

* the frequency transition increases (or decreases) a base rhythm frequency f  by 
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 giving the frequency 
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f; in this sense it engenders 
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-harmonics 
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f  and causes a 
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-resonance. So far as all the base rhythm frequencies are distributed over the sequential terms of the Auric series G (Table 2), applying this operation to any of them will result in obtaining the next term of the series G – as is observed in experiments.
Algebraically, this operation may be described by a unitary operator T (
[image: image520.wmf]i

h

) ( 
[image: image521.wmf]1

i

+

h

, or inverse operator 
[image: image522.wmf]t

(
[image: image523.wmf]1

i

+

h

)(
[image: image524.wmf]i

h

 if the lesser frequency excites the greater, where 
[image: image525.wmf]i

h

=1/
[image: image526.wmf]i

g

 - is a frequency corresponding to period 
[image: image527.wmf]i

g

of the series G (the larger the value of index i, the lesser the period 
[image: image528.wmf]i

g

). 
* the frequency concatenation also deals with the base rhythm frequencies. So far as all the base rhythm frequencies are distributed over the sequential terms of the series G, applying this operation to any sequential pair of them result in obtaining the next term of the series G – as is observed in experiments.
Algebraically this operation may be described by a binary operator C (
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* the frequency-halving of any source frequency f doubles the resulting period; therefore, if the source period T = 1/f  presents a term 
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Algebraically, this operation may be described by a unitary operator H(
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* the natural harmonics of order n are reliably observed just with respect to the reference frequency presenting the fundamental cognitive frequency, that is the frequency of the Potential P3b which corresponds to the frequency 
[image: image549.wmf]38

h

 = 1/
[image: image550.wmf]38

g

 = 1/
[image: image551.wmf]38

j

 = 
[image: image552.wmf]38

F

, where the period 
[image: image553.wmf]38

g

 is defined by the series 
[image: image554.wmf]G

. 
Algebraically, this operation may be described by a unitary operator N(n) ( 
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This means, that any natural harmonic (n > 1) of any frequency engendered by the series 
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 cannot come in resonance with any frequency of any other Auric series. In particular, this explains a mechanism of increasing the noise immunity when using the natural harmonics of Auric waves. 
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Table 5. Natural harmonic n of Auric series 
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Note. As far as the brain waves the periods of which belong to the Auric series 
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 of order k > 2 are not known, the possibility of origination of brain waves fitting the resonant Auric series remains merely theoretical. Besides, realization of this possibility requires quite high values of order and number of harmonic, which makes this possibility even less probable.
6.3. Resume
Therefore, the Auric algebra of the basic brain wave frequency transformations can only take place if these frequencies are distributed over the terms of the ATS; and as far as this is actually so, we obtain one more qualitative (interactions) and quantitative (distribution of frequencies over the ATS terms) evidence in favor of the statement that the brain activity is co-periodic with the ATS and follows the Auric algebra in the greater degree than the principles of harmonic oscillations (as we see, the natural harmonics also present in the brain activity, but as the “derivatives” of the basic Auric frequencies).

Mathematically, the opposite is also true: only the Auric series fit the Auric properties (See Sec. 1), but only the observations may confirm the existence of frequency interactions described by Auric algebra. To this end the results presented in [11] allow us to close this circle. 

So, the brain works algebraically with the set of discrete values defined by Auric series 
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 and G  which it process with the use of three Auric operators, and one harmonic operator describing a reaction to some stimuli by generating the natural harmonics that does not interact with the basic brain rhythms. And these discrete values present the absolute periods being Aurically co-periodic with a great deal of basic periods in Nature and society. 

This distribution of brain waves over the Auric series and interaction of their frequencies according to the rules of Auric algebra give us the most interesting and complete example of observed Auric resonances being co-periodic with, or  tuned to the universal Auric Time Scale. 
7. brain waves and heartbeas

Although the critical rhythms of heartbeats, or pulse rate, have a period of about 1 Hz, they also fit the ATS, though in the lower interval of frequencies than the brain waves. And although these results are now being prepared for publication, the existing facts give us grounds to think that the game is worth the candle.

Thus, it is shown [15] that the heart communicates with the brain in several ways; in particular, neurologically (nervous system), biophysically (pulse wave) and energetically (electromagnetic fields). If so, the heart rhythms have to be at least co-periodic with the brain waves, and thus – with the ATS periods. Specifically, the cardiac coherence can drive entrainment between very low frequency brainwaves and heart rhythms; the coherent heart rhythms also lead to increased heart-brain synchronization; in states of high heart rhythm coherence, individuals demonstrate significant improvements in cognitive performance. 

And these effects have physical background [15]: the heart is the most powerful generator of electromagnetic energy in the human body, producing the largest rhythmic electromagnetic field of any of the body’s organs. The heart’s electrical field is about 60 times greater in amplitude than the electrical activity generated by the brain. This field, measured in the form of EEG, can be detected anywhere on the surface of the body. Furthermore, the magnetic field produced by the heart is more than 5,000 times greater in strength than the field generated by the brain, and can be detected a number of feet away from the body.

As to the Auric correlation between the brainwaves and heartbeats consider the following finding [15]. The entrainment can occur between the HRV and EEG waveforms (Heart Rate Variability – a physiological phenomenon where the time interval between heart beats varies. It is measured by the variation in the beat-to-beat interval). And the frequency spectra during the entrained state shows the large peak at the entrainment frequency (~ 0.12 Hz) in both the HRV and the EEG.

And these conclusions correspond to numerical properties of the brain waves presented in this work. Thus, from (18) the frequency 
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= 8.0082 (s). So, within the given accuracy the entrainment frequency peak (~ 0.12 Hz) is equal to the Auric frequency 
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0.12 (Hz) pertaining to the series G  which defines the basic brain rhythms.  
What is important, these Auric resonances between the brain waves and heartbeats can be achieved even intentionally [15]: “as people learn to sustain heart-focused positive feeling states, the brain can be brought into entrainment with the heart”. Specifically, “The brain’s alpha wave activity is synchronized to the cardiac cycle. During states of high heart rhythm coherence, alpha wave synchronization to the heart’s activity significantly increases”. Moreover, “Data showed that in subjects separated by several feet, synchronization can occur between the alpha waves in one person’s EEG and the other’s ECG signal”. 
Conclusions
1. The periods of the basic brain waves (viz. the periodic oscillations and transients) with an error of around 1 % corresponding to the source data accuracy are distributed over the sequential terms (See Tables 2 and 3) of the Auric series 
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  that constitute the kernel of the Auric Time Scale. From this point of view the series 
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 and G present a complete model of the basic brain wave frequencies (or periods) arithmetically.
As well, the basic frequency interactions described by transition, concatenation and frequency-halving operations contradict the rules of harmonic resonance (re to natural ratio of resonant frequencies); on the contrary, the observed frequencies with the same accuracy follow the Auric algebra rules that takes place but only for the Aurically distributed values, namely – over the terms of Auric series 
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 and G. From this point of view the series 
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 and G present a complete model of the observed brain wave frequency interactions – algebraically. Meanwhile, the very existence of these transformations give grounds to consider them as generation of 
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-resonances at 
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-harmonics.

Theoretically, we cannot exclude a possibility that the basic waves also exist in Auric series of higher orders (3 and more) and that the halving-frequency may engender 
[image: image635.wmf]F

-harmonics in these series. However, even if the respective elements will be discovered, this would not turn down the algebraic properties of the brain waves, but simply would  require us to extend the set of the considered Auric series. But it seemingly make no sense to discuss this possibility until the accuracy of detection of brain wave periods would be high enough for robust discrimination of the respective periods.

2. The natural harmonics of brain waves also appear in EEG, but relative to the reference frequency (fundamental cognitive frequency, FCF) which fits the series 
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and presents the reciprocal to latency of the Potential P3b, also within an error of around 1 % which corresponds to the source data accuracy.

This means that the observed natural harmonics of either FCF, or any other frequency pertaining to series 
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 cannot come in harmonic resonance with some other basic rhythm; neither the natural harmonics of frequencies pertaining  to series 
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 ( k > 2) may come in harmonic resonance with the natural harmonics of the frequencies pertaining to the series of another order 
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, except of several cases: for the orders 
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, that could possibly be observed in the future studies, this situation may take place just for the k-th harmonic thus resulting in harmonic resonance with the series 
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, and for the second harmonic of the series 
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 that may come to harmonic resonance with the series G. 

Meanwhile, although the generation of natural harmonics of the basic frequencies does not belong to this algebra, it may formally be included in it if we would consider the Auric series with a rational factor k. But the expediency of such expansion of the set of the elements is dubious, since it would require us to consider a practically infinite set of basic frequencies. 

Besides, we may assume that generation of natural harmonics of the fundamental cognitive frequency presents a kind of subsidiary effect as opposed to the basic rhythms: as far as the observed natural harmonics of the basic frequencies do not fit the Auric series they cannot cause a harmonic resonance with the basic brain waves; this prevents the basic brain waves against interferences from natural harmonics engendered by external factors (e.g. stimuli).  

3. With respect to the scope of revealed frequencies of the brain waves and their accuracy we may conclude that the basic brain waves are described by the Auric series 
[image: image643.wmf]G

 and G, whereas the observed interactions of these frequencies follow the Auric algebra defined on these series. Therefore, by understanding a resonance as initiation (or intensification ) of oscillation, proper of forced, we can resume that the Auric resonances present the dominant type of interactions in neuronal populations, whereas the series 
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 and G play the key role in specifying the 
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-harmonics at which the oscillations originate or intensify. Besides, the terms (
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) of series 
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 present the main resonant points for the terms (2
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) of  series G.

4. Moreover, the Auric series 
[image: image649.wmf]G

 and G define not only a relative Golden section inter-relation between the frequencies and periods, but the absolute values of periods which are Aurically co-periodic with a great deal of basic periods in Nature and society, from Solar activity cycles and geological periods to economical cycles and biological objects.
From this point of view the Auric Time Scale presents the global scaling and fractal structure of fundamental periods in Nature and society. The global, since within the single structure (viz. Auric series 
[image: image650.wmf]G

 and its natural multiples) it comprises the plenty of periods of both the Solar activity and geological cycles to biological objects, and fractal – due to its Golden section nature. And this conclusion has now received new powerful backing from the Auric properties of the brain waves and, indirectly, from the properties of heart-brain interaction.

To this end the laws that describe the functioning of the neuronal networks give one more evidence in favor of the statement that Auric co-periodicity and resonances present an objective feature of the diverse phenomena (as the natural harmonics and synchronism define a resonance in a series of physical systems), although we rarely understand the internal cause that forces them to behave this way; this allows us to assign the ATS the attributives fundamental, fractal, and global scaling since it defines and Aurically inter-relates the fundamental periods in Nature and society. 

5. We may presume that the revealed algebraic structure of the brain rhythms and its identity with the Auric Time Scale would render assistance in both theoretical research, for revealing the internal mechanisms of brain activity, and in experimental studies, for planning the experiments and discriminating the results of measurements. 

Specifically, in neurodynamics and neuroncybernetics – for processing experimental data, compiling cognitive models, and sensor data processing, and in cardiology – in further studies of the heart-brain interactions. 

In particular, by taking into account the known proposals as to the use of Fibonacci series in computing, the Auric model of neuronal activity may probably be useful in developing the brain interfaces.
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